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Electron scattering in and secondary electron emission from multiwalled carbon nanotubes are
investigated using Monte Carlo simulation. The method treats energy loss in a discrete manner,
resulting from individual scattering events, rather than within a continuous-slowing-down
approximation. Simulation results agree fairly well with the reported experimental data. The effect
of number of nanotube walls is investigated and the energy distribution of the transmitted electrons
is calculated. It is found that secondary electron yield in the low-primary-energy range is more
sensitive to the number of walls and is maximized for a particular number of walls. The effect is not
significant in the higher-primary-energy range. The effect of core electron ionization on secondary
electron emission from nanotubes is found to be negligible because of the low scattering
cross-section involved. The presented framework can also be applied to other small structures such
as nanowires. © 2011 American Vacuum Society. [DOI: 10.1116/1.3605300]

I. INTRODUCTION

Carbon nanotubes (CNTS) have many interesting electri-
cal, mechanical and optical properties. Previous studies have
shown the potential of CNTs for nanoscale devices, as well
as in vacuum electronic applications requiring stable, low-
voltage electron emitters, electron multipliers, ete.'”? Yet,
electron emission mechanisms in CNTs are not fully under-
stood. It is not entirely clear how nanotubes interact with
electron beams and emit secondary electrons (SEs), or why a
CNT, despite its nanoscale diameter and hollow structure, is
readily visible in a scanning electron microscope. SE emis-
sion plays a vital role in the imaging of CNTs using electron
microscopy.é_8 In addition to being of fundamental scientific
interest, understanding the interaction between a primary
electron beam and nanotubes is crucial in designing electron
emission devices, imaging/characterizing nanotube-based de-
vices and circuits or calculating their X-ray spectra. Monte
Carlo simulation of the interaction of electron beams with
individual CNTs can provide useful information (e.g., SE
yield of CNTs/CNT-based devices) and insight in this con-
text. Monte Carlo simulation has been the most common
approach to modeling the interaction of electron beams with
solids. In this method, each electron trajectory is created
from a series of random scattering events.”'" This technique
has been used to predict various phenomena such as electron
backscattering and energy dissipation in solids with consid-
erable success.””! However, secondary electron emission
has proven more difficult to deal with.”!” Conventional
Monte Carlo simulators typically use Bethe’s energy loss
model (or a modified version of it) based on the continuous-
slowing-down approximation (CSDA). Hence, they cannot
be directly applied when the structure is smaller than the
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random step length and an incoming electron occasionally
loses a large fraction of its energy in a single collision or in
a few collisions. Examples of such structures are CNTs and
nanowires. CNTs are hollow cylindrical structures made of
carbon with diameters of a few nanometers to a few tens of
nanometers. Therefore, a Monte Carlo model incorporating
discrete energy loss events seems to be a more appropriate
approach for CNTs.

Hybrid Monte Carlo models have also been proposed in
order to include more details of the various phenomena in
the simulation.'® An early effort was made by Shimizu et al.
who introduced discrete energy loss events in Monte Carlo
simulation of bulk materials.”" To the best of our knowl-
edge, no model has yet been reported for simulating electron
trajectories in individual CNTs. Recently, we reported ex-
perimental SE yield data for multiwalled carbon nanotubes
(MWNTs).20 Here, we perform a direct Monte Carlo simula-
tion for such MWNTs, calculating the electron energy loss as
a result of discrete scattering events, and compare the results
with experimental data. We also discuss the energy distribu-
tion of the transmitted electrons and the effect of the number
of CNT walls on SE emission.

Il. MODELING

We defined a MWNT using its inner diameter and number
of walls. The outer diameter was calculated based on the
inner diameter and number of walls using an inter-wall dis-
tance of 0.34 nm.”" Electron trajectories in individual CNTs
(presented in the results and discussion section) were calcu-
lated using a discrete-energy-loss approach, discussed below.
We used MWNTs with an inner diameter of 10 nm in this
work, which is typical of the CNTs used in our previous
experiments.zz’23 Our approach is based on the one proposed
by Shimizu et al."”>" We used a different cross-section to
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define the elastic scattering events.'? For inelastic scattering,
we considered the following three most significant mecha-
nisms: Outer-shell electron ionization, core-shell electron
ionization and plasmon excitation. In addition, we added the
SE emission simulation capability.

Several experimental and theoretical works have been re-
ported on the electron energy loss spectra of nanotubes, re-
vealing the fundamental excitation processes in them.*** In
addition to the most common and prominent loss mecha-
nisms (considered here), some very-low-energy loss peaks
close to the elastic peak have been observed. For example,
peaks at 90 meV and 170 meV for single-walled CNTs have
been recorded by reflection energy loss spectroscopy.25
These side peaks have been attributed to the excitation of
various phonons.zs’26 Thus, a primary electron can lose only
a few tens of meV in such processes, which is negligible
compared to its kinetic energy (~0.5 to 30 keV for scanning
electron microscopy). Therefore, the energy loss due to
phonons can be neglected and electron-nucleus interaction
was considered as entirely elastic here, similar to the case of
bulk solids in typical Monte Carlo simulations of electron
trajectories.

A brief description of the different cross-sections, the en-
ergy loss and secondary emission model, and the Monte
Carlo procedure is given in the next sub-sections.

A. Scattering cross-sections and mean free paths

The empirical total cross-section proposed by Browning
et al. was used for calculating the elastic mean free path
(MFP) as”'?

A
A

= s 1
S N (1)

where A is the atomic weight, N, is the Avogadro number, p

is the density of the material and

3 x 10718717
7= £ 40,0052 ES + 0.00072% EO
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is the total elastic cross-section in cm?, where Z is the atomic
number and E is the electron energy in keV.

The Mgller scattering formula in the non-relativistic form
was used for calculating the differential inelastic cross-
section for outer-shell ionization as'®*’

do et (L 1 1 ) )
AW Gme E\W2 T (E-W)2 WE-w))’

where E is the initial energy of the incident electron, W is the
energy loss suffered by it, e is the charge of the electron and
g¢ 1s the permittivity of vacuum.

The Gryzinski differential cross-section was used for the
core-shell ionization process. It incorporates the binding en-
ergy of the shell and has proven successful for several
solids."*'*?* It is calculated as”’
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FIG. 1. (Color online) MFPs for the different scattering processes and the
effective MFP as a function of electron energy. Inset shows the zoomed-in
view (the core-shell scattering MFP is out of the scaled range).
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where all the variables are the same as in Eq. (3) and the
additional variable E; is the binding energy of the shell.

The total scattering cross-sections per electron for Mgller
and Gryzinski scattering were found by integrating Egs. (3)
and (4) with respect to W. The binding energy of the inner
shell was taken to be 284.2 eV.”’ The MFP for these scatter-
ing events can be found from

A

PNAZ OG-

(5)

)\M/G =

where o, is the total cross-section (M for Mgller and G for
Gryzinski) and Z, is the number of electrons in the corre-
sponding shell (for carbon, 4 in the outer shell and 2 in the
inner shell).

The MFP for plasmon creation has been derived theoreti-

cally as"?!
E [ (1+y)"”-1)\"
)\ =2a3_(1n P 12 5 (6)
4 ho,\ x-(x*-y,)

where x=V’TEF, yp=hw,/Ep, ag is the Bohr radius, fiw), is
the plasmon energy, and E is the Fermi energy.

The plasmon energy was taken to be 20 eV for CNTs.
Experimentally, it has been reported that the plasmon peak
occurs between 15 eV and 26.9 eV, irrespectively of the di-
ameter and type of the CNT.*

The effective MFP was calculated from:

1 1 1 1 1
+—— +—. (7)
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Figure 1 shows the different MFPs calculated from the
above expressions and the effective MFP as a function of
electron energy.
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B. Energy loss

Unlike in the CSDA energy loss calculation, in our model
the energy loss was calculated for discrete scattering events
according to the following rules:

1. No energy is lost during an electron-nuclei (elastic) scat-
tering process.

2. A fixed amount of energy, fiw,, is lost during a plasmon
excitation process.

3. For core-shell and outer-shell ionization, the random na-
ture of the energy loss is implemented using the probabil-
ity integral transform theorem,'”

Y do Wmax dor
—dW=R —dW, (8)

where W, is the cut-off energy (taken as 10 eV for Mgller
scattering and equal to the binding energy for Gryzinski scat-
tering), Wy« (the maximum amount of energy that can be
lost for a particular process) is equal to E/2 for Mgller and to
E for Gryzinski scattering,28 and R is a uniform random
number between O and 1.

Before proceeding to use the described scattering cross-
sections and MFPs for nanotubes, it is instructive to estimate
how they perform in a bulk material (for example, graphite)
compared to Bethe’s modified CSDA formula,32

dE pZ (1.166(E+t])) .
— — e

=785—In V/A, 9)
dS CSDA AE

where J is the mean ionization potential, 7 is an empirical
factor (0.77 for carbon) and the other variables are the same
as defined before (J and E are in eV).

We can calculate an equivalent average energy loss aris-
ing from the discrete events using the following:27

dE Z (Wmx dor

— =N,p— —WdW, (10)
ds | mG Aly —dW

dE| _hoy (11)
dS P )\p

where plasmon energy is taken to be 26 eV for glraphite.33

As can be seen on Fig. 2, for the chosen parameters the
sum |dE/ds|y+|dE/ds|g+|dE/ds|p closely follows dE/ds
(CSDA), which indicates that the discrete energy loss
scheme with these cross-sections may also be used for bulk
materials.

C. Scattering angle distributions

The scattering angle of the incident electron for each in-
dividual scattering process was calculated as follows. The
elastic scattering angle was estimated from a fitted Mott dif-
ferential cross-section, which is composed of two parts:12

cos 0=1-

N (Rutherford scattering), (12)
a—
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FIG. 2. (Color online) Comparison of the equivalent energy loss rate calcu-
lated from discrete processes with the CSDA energy loss.

cos =1-2R (Isotropic scattering), (13)
where « is the screening parameter and is calculated from
7%x1073
a=——-—, (14)
E

where E is in keV. The Mgller scattering angle of the primary
electron was calculated from®?®

2E, (15)

)
sin® Q= ———,
Y724 u- pE,

where u is the kinetic energy of the electron in the units of
its rest mass (511 keV) and E, equals W/E. The Gryzinski
and plasmon scattering angles were calculated from*>303

sin?(6,p) = I/_V (16)

E

Note that the elastic cross-section for very-low-energy
scatterings does not have an analytical form and the cross-
section proposed by Browning et al.? s reported for
>100 eV. Nonetheless, in one approach we used Egs. (12)
and (13) due to their simple analytical form. Therefore, a
correction was needed for the small portion of the elastic
scattering processes happening below 100 eV. An alternative
solution may be to use the tabulated data for the Mott
cross-section.”” Thus, we also used the interpolated values
(from the Mott numerical data given down to 20 eV of
elastic scattering angles and MFPs for higher accuracy in the
lower energy range. Although the scattering cross-section by
Browning et al.'? is reported to be valid above 100 eV, we
used the Mott cross-section up to 1 keV for better accuracy.
Here, we present the results for both cases (with or without
these corrections). We also note that there is some ambiguity
present in the plasmon MFP below 80 eV where the logarith-
mic term becomes negative [see Eq. (6)]. The effect of this
ambiguity reflects on the probability of plasmon scattering at
lower energies and thus on the energy loss of the slow elec-
trons. One simple solution might be to use extrapolated val-
ues down to the plasmon energy. All of these limitations just
remind one of the fact that scattering at low energies is not
yet completely understood and further fundamental study is
needed. It may be possible to improve the cross-sections us-
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ing empirical parameters. However, more fundamental ex-
perimental work is also needed in order to incorporate such
corrections in a physically meaningful manner.
D. Monte Carlo procedure

The step length was calculated from:

s=—NrInR. (17)

At each step of the simulation, the primary electron was
scattered to a distance s away. The energy loss was calcu-

041803-4

lated according to the description provided in section II.B
and the entire loss was assumed to happen at the point of
interaction. The scattering angles were estimated from Egs.
(12)—(16).

To find the energy loss and the scattering angle we also
needed to determine the type of scattering at each step. It is
known that the scattering probability is proportional to the
inverse MFP. As the MFPs are known from Egs. (5)—(7), we
defined the probability of occurrence of each scattering pro-
cess based on a uniform random number, R, as follows:

. . 1/7\61
elastic scattering:0 < Ry = ——
/Ny
1/\ /N + /N
plasmon excitation: —% < R, = —<%——L
INg | /Ny (18)
/N + 1/ /Ny + /N, + 1/N
outer-shell ionization:—%——2 < = ! L M
INp /Ny
N+ /N, + 1/A N+ LN, + 1N+ 1/N
core-shell ionization: L L M R, = ( L L M G_ 1)
/Ny /Ny
I
Based on the above inequalities, the type of scattering was ased between two electrodes.”’” However, such a

determined and the corresponding set of equations was used
for calculating the energy loss and the scattering angle.
Figure 3 shows the probability limits of different scatter-
ing processes for different primary beam energies [according
to Eq. (18)]: A significant number of the primary electrons
are elastically scattered without losing any energy. Very few
of them excite the electrons in the core shell. Elastic scatter-
ing and plasmon excitation have comparable probabilities.

E. Secondary electron emission model for
MWNTs

For CNTs, the role of each scattering process in generat-
ing SEs is still not clear. The most common mechanism of
generating SEs seems to be valence electron ionization. In
this work, we considered both outer-shell and core-shell ion-
ization processes (the contribution from the core shell is very
small as can be seen from Fig. 3). Also, there is no report in
the literature on SE generation from plasmon decay in indi-
vidual CNTs. Therefore, we neglected the SE generation
probability from plasmon decay, that is we assumed that the
primary electron energy loss causes the plasmon oscillation
only, without exciting any single electron to a high enough
energy to overcome the vacuum energy barrier.

It is also important to consider whether phonons can play
arole in SE emission. Although phonons have low energy as
discussed before, in principle it is possible for multiple
phonons to transfer energy to one nanotube electron, assist-
ing it in the emission process. Indeed, phonon-assisted elec-
tron emission has been reported for single-walled CNTs bi-
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phenomenon has not been reported for SE emission from
CNTs. Typically, it is also neglected in bulk solids for the
considered energy range. Moreover, since the MFP for
electron-phonon collision (on the order of micrometers for
acoustic phonons and tens of nanometers for optical
phonons38) is much larger than the CNT diameter, the chance
of multiple phonon generation as the primary electron
crosses the nanotube is very low, suggesting negligible prob-
ability of non-equilibrium phonon build-up and subsequent
contribution to SE emission. For example, if a given CNT
electron gains 90 meV of kinetic energy from phonon ab-
sorption, at least 50 phonon absorption events are needed to
accumulate a kinetic energy equal to the minimum ionization
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FIG. 3. (Color online) Probability of different scattering processes at differ-
ent primary beam energies.
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FiG. 4. (Color online) Electron trajectories in a MWNT for a 0.5-keV beam
perpendicular to the CNT (No. of walls=6). Only 70 trajectories are plotted
for clarity.

energy of nanotubes (~4.5 eV) to overcome the vacuum
barrier. Therefore, electron-phonon interaction was not con-
sidered in the present work. Nevertheless, this phenomenon,
if proven important in future, can be incorporated into the
proposed simulation framework easily if the excitation cross-
sections for phonon generation and absorption are theoreti-
cally known.

For each SE, the initial energy was assumed to be equal to
the energy lost by the primary electron minus the corre-
sponding binding energy (for core-shell or outer-shell). The
initial scattering angle (6sy) for electrons generated by outer-

shell ionization can be estimated from”>®
2(1-E,
Sil’l2 QSE,M = ;+—llE), (19)

where w is the kinetic energy of the electron in the units of
its rest mass (511 keV) and E, is equal to W/E. For core-
shell ionization:

w
cosz(ﬁsE,G) =z (20)

Once a new electron was generated as a result of a scat-
tering process, it was tracked using the same Monte Carlo
procedure. If an electron exited the CNT with an energy of
less than 50 eV, it was counted as an SE. Otherwise, it was
counted as a backscattered electron.

lll. RESULTS AND DISCUSSION

Electron trajectories for primary energies of 0.5 and 5
keV are shown in Figs. 4 and 5, respectively, for an incident
beam perpendicular to the tube axis or at an angle (for the
5-keV case). As can be seen from the figures, the perpendicu-
lar beam goes almost straight through for higher energies.
However, the number of scattering events inside the CNT
increases if the beam hits the CNT at an angle relative to the
surface normal [Fig. 5(b)].

The SE yield calculated from the simulation along with
the available experimental data® is presented in Fig. 6.
10,000 trajectories were simulated at each primary-beam en-
ergy. The effect of number of walls is negligible in the range
of 5-9 walls because the MFP (i.e., the random step length)
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FIG. 5. (Color online) Electron trajectories in a MWNT for a 5-keV beam
(No. of walls=6). Only 70 trajectories are plotted for clarity. (a) Beam
perpendicular to the CNT axis and (b) beam oblique to the CNT (angles
with the axes: X=78°, Y=90° and —Z=168°).

is larger than the sidewall thickness for most of the energy
range and, therefore, the number of scatterings does not de-
pend on the number of walls. It was also seen that with the
increase of the number of walls above 9 (not shown here), or
its decrease below 5 walls, the SE coefficient decreases in
the lower energy range. With a higher number of walls the
probability of SEs escaping from the specimen decreases. On
the other hand, the energy loss decreases for fewer walls
because the number of scattering events decreases.

The effect of core-shell ionization on SE emission is
shown in Fig. 7. The effect is negligible because the prob-
ability of core-shell ionization is very low (<1%) (see Fig.
3). The energy distribution of the transmitted electrons
through the CNT (for 6 walls) is shown in Fig. 8 for two

B Experimental data
0.8 —>— No. of walls =2
= —/x—No. of walls = 5
2 O.GE —@— No.of walls=7
% —9—No.of walls =8
E 0.4 —®— No. of walls = 9
7

0.2

10° 10
Primary electron energy [eV]

FIG. 6. (Color online) Simulated SE coefficient for different MWNTSs, to-
gether with the experimental data reported in Ref. 20.
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FiG. 7. (Color online) Simulated SE coefficients showing the effect of in-
corporating core-shell ionization.

different primary-beam energies. As expected, most of the
primary electrons escape with minimal energy loss for higher
beam energies. However, the transmitted electron energy has
a wide distribution for lower incident beam energies [Fig.
8(a)].

Multiple peaks can be noticed on the energy loss distribu-
tion of a 6-wall CNT (Fig. 9): the zero-loss peak due to
elastic scattering, the plasmon loss peak and a weak peak
around the Mgller cut-off energy. Similar peaks were theo-
retically calculated for and observed in electron-energy-loss-
spectroscopy of CNTs.*** It can also be noted that there are
several strong peaks at integer multiples of the plasmon en-
ergy. The peaks arise because of the multiple scatterings of
the primary electron (number of scatterings up to 5 in this

(a) 250 ‘ ‘ ‘
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2 200
=
2150
o
G
=]
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=}
5
=
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0 0.2 04 0.6 0.8 1
Transmitted electron energy normalized
to primary electron energy
(b) 5000 . ; .
Primary electron energy = 5 keV
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2
51
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o
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5 2000 i
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0 . -
0.2 04 0.6 0.8 1

Transmitted electron energy normalized
to primary electron energy

FiG. 8. (Color online) Energy distribution of the transmitted electrons. (a)

primary electron energy=0.5 keV and (b) primary electron energy
=5 keV.
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FiG. 9. (Color online) Energy loss distribution of the electrons (primary
electron energy=5 keV).

case) in the CNT. As expected the relative strength of the
peaks decreases with energy due to the lower probability of
multiple scatterings. The energy loss due to outer-shell ion-
ization extends to a wide energy range starting at the Mgller
cut-off energy.

Figure 10 shows that a better agreement with the experi-
mental data in the higher energy range is achieved when the
low energy corrections (discussed in section II.C) are incor-
porated. However, the difference with the experimental data
is still maximal at 500 eV [underestimated by the simulation
(Fig. 6)] and is further increased by ~35%. Plasmon excita-
tion might play a very important role in this region and con-
tribute to SE emission. Incorporating the contribution of
plasmon excitation could potentially improve the low-energy
fit. However, as mentioned earlier the contribution of plas-
mon excitation to the SE emission of CNTs is not well
known. Also, inelastic scattering cross-sections for SE exci-
tation from various materials are still not known very accu-
rately. Nonetheless, the agreement is fairly good in the range
of 1-15 keV, with a root-mean-square difference of 0.0406
between simulated and experimental results. Similar differ-
ences are also seen between simulated and experimental data
for bulk materials,'” and even between values reported in
different experiments on the same material.*’ We thus be-

B Experimental data
—®— No. of walls = 7 [no correction]
. No. of walls =7 [elastic scattering and

plasmon corrected]
0.6 E B

SE coefficient

0 I
10° 10*
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FiG. 10. (Color online) Simulated SE coefficients for a MWNT, with and
without corrections for the lower energy plasmon and elastic scatterings, and
comparison with the experimental data reported in Ref. 20.
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lieve that the present work is a useful preliminary step to-
ward the modeling of SE emission from nanotubes.

The framework presented here can also be used for nano-
tubes lying on a substrate, larger structures made of several
nanotubes or other nanostructures such as nanowires (al-
though for larger structures, such as CNT bundles, CSDA-
based models could also be used22’41). We note that our simu-
lation results suggest that SE yield is significantly lower at
low primary beam energies for nanotubes with less than 5
walls (Fig. 6). Therefore, one would expect less SE emission
from single-walled CNTs due to the outer-shell electron ion-
ization. In addition, two plasmon modes have been reported
for MWNTSs compared to one for single-walled CN Ts.*? This
suggests that the contribution of plasmon excitation and,
therefore, the total SE yield of single-walled CNTs should be
less than those of MWNTs, although other mechanisms
could also play a role.*”® This also agrees with the experimen-
tal observation that MWNTs are typically more readily vis-
ible in scanning electron microscopy than single-walled
CNTs.

IV. SUMMARY AND CONCLUSIONS

We used a discrete-energy-loss approach for the Monte
Carlo simulation of SE emission from individual CNTs. Such
a model, although previously proposed for bulk materials,
may not have been in widespread use so far because CSDA-
based models could explain the interaction of electron beams
with bulk solids reasonably well (at least in terms of the
overall trends) with a fraction of the computational complex-
ity. However, our approach seems to be suitable for studying
the interaction between electron beams with nanostructures.
A set of known cross-sections were used to calculate the
discrete energy losses and the method was validated by com-
paring the results with the available experimental data. Fur-
ther experimental investigation is needed in order to gain a
better understanding of the role of each scattering process
toward SE emission.
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